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Abstract

We propose a sensitivity analysis for Synthetic Control (SC) treatment
effect estimates to interrogate the assumption that the SC method is well-
specified, namely that choosing weights to minimize pre-treatment prediction
error yields accurate predictions of counterfactual post-treatment outcomes.
Our data-driven procedure recovers the set of treatment effects consistent with
the assumption that the misspecification error incurred by the SC method is
at most the observable misspecification error incurred when using the SC esti-
mator to predict the outcomes of some control unit. We show that under one
definition of misspecification error, our procedure provides a simple, geometric
motivation for comparing the estimated treatment effect to the distribution of
placebo residuals to assess estimate credibility. When we apply our procedure
to several canonical studies that report SC estimates, we broadly confirm the
conclusions drawn by the source papers.

1 Introduction

The Synthetic Control (SC) method was originally developed in Abadie and Gardeaz-
abal (2003), Abadie, Diamond, and Hainmueller (2010), and Abadie, Diamond, and
Hainmueller (2015) to estimate treatment effects in comparative case study settings,
in which a researcher observes panel data on aggregate outcomes for a small num-
ber of large, heterogeneous units, only one of which receives some intervention of
interest at some point in time. For the SC method to yield credible treatment effect
estimates for the treated unit, researchers must assume that the SC method is well-
specified: if there is a convex combination of control units’ pre-treatment outcomes
that closely approximates the pre-treatment outcomes of the treated unit, then that
same convex combination of control units’ post-treatment outcomes will yield good

∗We are grateful for invaluable comments from and stimulating conversations with Bharat Chan-
dar, Jiafeng Chen, Benny Goldman, Guido Imbens, Advik Shreekumar, Charlie Walker, and the
participants in the Stanford Econometrics and Applied Lunches.

1

ar
X

iv
:2

01
2.

15
36

7v
3 

 [
ec

on
.E

M
] 

 2
1 

Fe
b 

20
21



estimates of the treated unit’s post-treatment control outcomes.1 While this as-
sumption is necessary for tractable treatment effect estimation, it is unlikely to hold
exactly in practice. In this paper, we develop a sensitivity analysis of SC treatment
effect estimates that bounds the true treatment effect under the assumption that
any deviations from this well-specified method assumption are at most as severe as
the deviations observed in placebo analyses of the control units.

To build intuition for where this assumption might lead researchers astray, we
present two placebo analyses in which we apply the SC method to panel data from
the evaluation of a 1989 tobacco control program implemented in California, as in
Abadie et al. (2010). In particular, we use the SC method to predict per-capita
tobacco sales in Virginia and Delaware in the year 2000 using the other members of
the donor pool as control units. Since neither Virginia nor Delaware received the
treatment and we observe their true control outcomes post-treatment, we can see
whether the SC method correctly predicts no effects in either state.

In Figure 1a, we depict the observed, true control outcomes for Virgina alongside
two different convex combinations of the remaining control units’ outcome trends.
The first is the orange synthetic control trend constructed in typical SC fashion,
namely as the convex combination of control units’ outcomes that most closely ap-
proximates Virginia’s pre-treatment outcomes (Abadie et al., 2010). While this pro-
cedure yields a trend with good pre-treatment fit, it does a subpar job of predicting
Virginia’s control outcome in the year 2000.

Next, since we observe Virginia’s control outcomes post-treatment in this placebo
analysis, we can instead construct the “best-looking” (in a pre-treatment fit sense)
convex combination of the remaining control units’ outcome trends that matches
Virginia’s control outcome in 2000 exactly, shown in green.2 Perhaps surprisingly,
there exists a convex combination of control units that exactly predicts our post-
treatment outcome of interest while achieving only marginally worse pre-treatment
fit than the best-fitting trend chosen by the SC method.

When we conduct the same exercise with Delaware as the “treated” unit of inter-
est, we see in Figure 1b that, just as with Virginia, although the trend constructed by
the SC method (again in orange) has good-looking pre-treatment fit, it does a poor
job estimating the true control outcome of interest. However, unlike when we used
Virginia as the placebo treated unit, we cannot construct a convex combination of
control units’ outcome trends that matches both Delaware’s control outcome in 2000

1In addition, the researcher must assume that there are no idiosyncratic factors that affect
the treated unit’s counterfactual control outcomes post-treatment but not the control units’ post-
treatment outcomes besides their differing treatment statuses; one way to operationalize this idea is
the linear factor model presented in Abadie et al. (2010) and studied in depth in Ferman and Pinto
(2019), in which units’ factor loadings do not vary before and after treatment. It is also important
to assume that the treatment does not affect units in the donor pool, although researchers can
simply exclude “control” units for which spillover effects are a concern (Abadie, 2020). Typically,
such assumptions must be justified using domain knowledge about the setting of interest, so we do
not concern ourselves with assessing their validity in this paper.

2We will discuss how we can compute such a convex combination in Section 4. Note that
doing so is only possible because Virginia’s control outcome in 2000 lies between the minimum
and maximum of the other control units’ outcomes in 2000, in which case there are many convex
combinations with no prediction error.
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(a) Virginia Placebo Analysis (b) Delaware Placebo Analysis

Figure 1: Visualizations of placebo analyses with Virginia and Delaware as treated units; in
both panels, the blue trend denotes the true control outcome trend of the placebo treated
unit, the orange trend denotes the synthetic control trend selected by the SC method, and the
green trend denotes the “best-looking” synthetic control trend that minimizes pre-treatment
fit error while exactly matching the placebo treated unit’s control outcome in 2000.

exactly and its pre-treatment outcomes well, so the best-looking convex combination
of control units’ trends we select to match Delaware’s outcome in 2000 exactly (again
in green) has unacceptable pre-treatment fit.

These two examples indicate we should interpret SC estimates with caution; the
placebo analysis using Virginia suggests good pre-treatment fit is not sufficient for
good post-treatment accuracy, while the placebo analysis using Delaware suggests
good pre-treatment accuracy, while feasible, may not even be achievable alongside
post-treatment accuracy. As discussed in Section 4, the additional pre-treatment fit
error incurred by the green trends beyond the minimum error incurred by the orange
trends is one natural measure of misspecification error.

This perspective on the informativeness of pre-treatment fit (or lack thereof) is
also the motivation for our proposed sensitivity analysis. While we do not observe
the treated unit’s counterfactual post-treatment outcomes and thus cannot compute
its misspecification error, we can compute the misspecification errors incurred by the
SC method when we use it to predict control units’ post-treatment outcomes, as in
the placebo analyses of Virginia and Delaware. Our procedure assumes the treated
unit’s misspecification error is at most the misspecification error of a given control
unit and computes the set of treatment effects consistent with the assumption that
the unknown misspecification error incurred by the SC method is at most this error
bound.

In Figure 2a, we depict the sets of plausible counterfactual control outcomes for
California computed by our procedure consistent with the assumptions that the SC
method’s misspecification error for California is at most the observed misspecification
errors for Virginia and Delaware, indicated by the green and purple dotted intervals
respectively. For intuition, we also include examples of predicted counterfactual
trends for California that satisfy these error bounds in light green for Virginia and
light purple for Delaware.
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(a) California SC Predictions (b) California Treatment Effect Bounds

Figure 2: In Figure 2a, the blue trend denotes the observed outcome trend for California and
the orange trend denotes the synthetic control trend selected by the SC method. The green
and purple dotted intervals depict the sets of plausible counterfactual control outcomes for
California under Virginia and Delaware’s misspecification errors respectively, and we provide
examples of counterfactual trends for California that satisfy the error bound for Virginia in
light green and the error bound for Delaware in light purple. Figure 2b presents the plausible
treatment effect bounds corresponding to the misspecification errors of all the control units
in the donor pool in order of error magnitude, with the bounds for Virginia and Delaware
highlighted with green and purple dashed lines. The red region indicates where in the
distribution of misspecification errors a zero treatment effect first becomes plausible.

Our procedure also finds the minimum misspecification error necessary for zero
to be a plausible treatment effect, which we can use to assess how reasonable a zero
treatment effect would be by benchmarking it against the placebo misspecification
errors described above. In Figure 2b, we show the treatment effect bounds corre-
sponding to each control unit’s misspecification error in order of increasing error
magnitude, and we use the red region to highlight where in the distribution of mis-
specification errors a zero treatment effect first becomes plausible.3 We also illustrate
how Virginia and Delaware’s misspecification errors compare to those of the other
control units by highlighting the treatment effect bounds corresponding to Virginia
and Delaware’s misspecification errors with green and purple dashed lines.

Although in general, our proposed treatment effect bounds must be computed
numerically using convex programming tools (Boyd and Vandenberghe, 2004), ap-
plying our procedure with misspecification error defined as the minimum distance
between the SC weights and any vector of weights with perfect predictive accuracy
yields closed-form bounds whose widths are determined by scaled-up residuals from
predicting control units’ outcomes with the SC method. As such, one can view our
procedure applied with this misspecification error metric as a geometric motivation

3As we discuss in more detail in Section 4.1, the control units with the largest and smallest
post-treatment outcomes in 2000 cannot be perfectly predicted using a convex combination of the
remaining control units’ outcomes, so the misspecification errors incurred by the SC method for
these two placebo treated units are infinite. As a result, the sets of plausible treatment effects
corresponding to these extremal units mechanically span the real line, so they cannot be plotted,
and they cannot rule out a zero treatment effect.
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for a more conservative variant of the popular randomization inference-based placebo
test of no treatment effect proposed in Abadie et al. (2010). When we apply our
procedure to several canonical studies that report SC estimates, we broadly confirm
the conclusions drawn by the source papers. We also demonstrate via placebo anal-
yses using these datasets that, in contrast with our proposed procedure, popular
robustness checks for SC estimates are plagued by ambiguities in implementation
and interpretation and do not fully characterize the extent to which misspecification
error can affect the validity of SC estimates.

Importantly, our analysis assumes that errors in SC estimates are driven by model
misspecification, not statistical noise, since often, it is not clear what stochastic data
generating processes are appropriate models of comparative case study settings with
small donor pools containing heterogeneous units observed over short time horizons
and selected in a potentially non-random fashion (Abadie, 2020). Such an approach
is not unprecedented; given ambiguity about the appropriateness of various sampling
frameworks in comparative case study settings, Manski and Pepper (2018) do not
specify a sampling model and focus instead on assessing estimate sensitivity to mod-
eling assumptions, which they argue is a crucial and often-overlooked source of uncer-
tainty. Moreover, applied researchers are already accustomed to using non-statistical
procedures to assess SC estimate credibility like the popular robustness checks we
discuss in Section 3.2. In line with this perspective, our analysis should not be inter-
preted as a statistical inference procedure, but rather as a complement to existing
statistical approaches for assessing uncertainty in SC estimates like those proposed
in Abadie et al. (2010), Firpo and Possebom (2018), Chernozhukov, Wuthrich, and
Zhu (2017), Chernozhukov, Wuthrich, and Zhu (2018), Cattaneo, Feng, and Titiunik
(2019), and Li (2019).

The rest of the paper proceeds as follows. Section 2 introduces a version of
our proposed procedure that admits a particularly simple form, as summarized in
Procedure 1 and applied in Section 3 to several canonical studies that use the SC
method. In the course of introducing our method, we also discuss how it is related
to a placebo test suggested in Abadie et al. (2010), how donor pool selection im-
pacts both our procedure and SC treatment effect estimates more broadly, and how
our approach compares to existing robustness checks popular in the SC literature.
Then, in Section 4, we provide a general sensitivity analysis framework outlined in
Procedure 2 that can accommodate other valuable notions of misspecification error,
which we discuss in the context of the studies revisited earlier.

2 Sensitivity Analysis

To introduce the ideas underlying our sensitivity analysis, in this section, we present
a particular version of our proposed procedure based on a measure of misspecifi-
cation error that yields intuitive, closed-form expressions for our treatment effect
bounds. Later, we generalize the procedure to accommodate other valuable notions
of misspecification error.
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2.1 Notation and the SC Method

Before describing our procedure, we introduce some necessary notation and review
the SC method. In the canonical setting used to motivate the SC method, we acquire
data about J + 1 units across T time periods [T ] := {1, . . . , T} to estimate the effect
of a policy intervention, referred to as the treatment, affecting a single treated unit
indexed by j = 1. The treatment is first implemented just after T0 < T and stays
in effect for all remaining periods T0 + 1, . . . , T . The set of J remaining control
units J := {2, . . . , J + 1} that are not affected by the treatment is called the donor
pool. For each unit j ∈ {1, . . . , J + 1} and each time period t ∈ [T ], we let Yjt(1)
and Yjt(0) denote that unit’s potential outcomes in that period under treatment and
lack thereof, respectively (Imbens and Rubin, 2015). Next, let the indicator Djt = 1
if unit j is exposed to the treatment in period t and Djt = 0 otherwise. We then let
Yjt := DjtYjt(1) + (1−Djt)Yjt(0) denote the potential outcome we observe for unit
j in period t, and let Y0t :=

(
Y2t, . . . , Y(J+1)t

)T denote the vector of control units’
observed outcomes in period t.

Typically, the goal in comparative case study settings like these is to estimate
the treatment effect on the treated unit (with index j = 1) in some post-treatment
period T ∗ > T0:

τT ∗ := Y1T ∗(1)− Y1T ∗(0).

Because we only observe Y1T ∗ = Y1T ∗(1), and not Y1T ∗(0), estimating τ reduces to
estimating Y1T ∗(0). Although there are many ways one could do so, the SC method
assumes it is possible to compute Y1T ∗(0) using a weighted sum of the control units’
outcomes in period T ∗ (Abadie and Gardeazabal, 2003, Abadie et al., 2010):

Y1T ∗(0) = YT
0T ∗w =

J+1∑
j=2

wjYjT ∗(0) for w = (w2, . . . , wJ+1)T ∈ RJ . (1)

We refer to this weighted combination of control units’ outcome trends as a synthetic
control.

In particular, Abadie et al. (2010) propose choosing weights w that make the
weighted average of the control units’ pre-treatment outcomes as similar as possible
to the treated unit’s pre-treatment outcomes.4 Let xj := (Yj1, . . . , YjT0)T be the
vector of unit j’s observed, pre-treatment outcomes and X0 be the T0 × J matrix
whose columns are the control units’ observed pre-treatment outcomes (i.e. X0’s jth
column is given by xj+1). Then we can write the SC estimator as the minimizer of
pre-treatment prediction error over the set of positive weights that sum to one:5

4Abadie et al. (2010), Chernozhukov et al. (2017), and Ferman and Pinto (2019) discuss several
models under which such an assumption is reasonable.

5While uncommon in practice, x1 could in principle lie in the convex hull of the columns of X0,
in which case (2) could have an infinite number of solutions with perfect pre-treatment fit, some
of which would provide better post-treatment fit than others (Abadie, 2020). In the sections that
follow, we assume perfect pre-treatment fit is not achievable because it is empirically rare and doing
so allows us to develop the more intuitive sensitivity analysis presented in Section 2. However, in
Section B of the Appendix, we discuss in detail how the generalized sensitivity analysis described in
Section 4.1 can easily account for non-uniqueness of the SC estimator when generating treatment
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wsc := arg min
w∈RJ

‖x1 −X0w‖2

s. t. 1T w = 1

w ≥ 0

(2)

Later, we will use ∆J :=
{
w ∈ RJ :w ≥ 0, 1T w = 1

}
to denote the set of valid SC

weights.
Once wsc has been computed, we can estimate τT ∗ by

τ̂ scT ∗ := Y1T ∗ −YT
0T ∗wsc = Y1T ∗(1)−

J+1∑
j=2

wsc,jYjT ∗(0).

If (1) holds for weights w = wsc, we say the SC method is well-specified, in which
case we have that τ̂ scT ∗ = τT ∗ . However, as illustrated in Section 1, the SC method
is unlikely to be well-specified in practice. In the next section, we will introduce
a natural way to measure the degree to which the SC method deviates from well-
specification on which we will base our sensitivity analysis.

In Section C.2 of the Appendix, we discuss how the sensitivity analyses we intro-
duce below can also apply to extensions of the SC method that incorporate additional
pre-treatment covariates, relax the convex weight constraints, add an intercept term,
and minimize different and sometimes data-adaptive objective functions. For expo-
sitional clarity however, the basic SC method presented here will suffice to motivate
our proposed procedures.

2.2 The Procedure

2.2.1 Bounding Treatment Effects Under Misspecification

Despite the concerns about the effectiveness of the SC method raised in Section 1,
we can still attempt to assess what the true value of Y1T ∗(0) might be under limited
misspecification error. Since τ̂ scT ∗ = Y1T ∗(1)−YT

0T ∗wsc is an affine function of Y0T ∗

and τT ∗ is a scalar, it is always possible to choose some set of weights w ∈ RJ such
that YT

0T ∗w = Y1T ∗(0) and thus Y1T ∗(1) −YT
0T ∗w = τT ∗ . More importantly, they

are not at all unique; in fact, the set of optimal weights

W∗1 := {w ∈ RJ :YT
0T ∗w = Y1T ∗(0)}

forms a (J − 1)-dimensional hyperplane in RJ . Thus, a natural measure of misspec-
ification error in the SC weights wsc is the difference between wsc and the closest
weights w∗ to wsc inW∗1 , where distance is measured by the `2-norm. More formally,

effect bounds. We also note that Abadie and L’Hour (2018) and Kellogg, Mogstad, Pouliot, and
Torgovitsky (2020) propose modifying the SC objective to penalize solutions that interpolate more
between units, since such solutions will yield worse predictions if the relationship between pre-
treatment outcomes and post-treatment outcomes is nonlinear. Our sensitivity analysis can also be
applied to these alternative estimators, as we detail in Section C.2 of the Appendix.

7



we can define w∗ like so:

w∗ := arg min
w∈RJ

‖wsc −w‖2

s. t. YT
0T ∗w = Y1T ∗(0) (⇔ w ∈ W∗1 ) .

(3)

Note that we do not restrict ourselves to considering weights within the set of convex
weights ∆J ; though such a restriction prevents SC estimates from extrapolating
beyond the outcomes in the data (Abadie, 2020), it may be that the closest weights
that allow for optimal prediction of Y1T ∗(0) lie outside ∆J , or that W∗1 and ∆J do
not overlap at all. In what follows, we will frequently focus on the magnitude of
misspecification error, which we denote by d2 (wsc,W∗1 ) := ‖wsc −w∗‖2.

Since W∗1 is a hyperplane, we could in principle solve (3) by projecting wsc onto
W∗1 . Because we do not observe Y1T ∗(0), we cannot do so in practice. However, if we
are willing to assume d2 (wsc,W∗1 ) ≤ B for some bound B ≥ 0, then there must be
some weight vector w ∈ RJ within a radius B `2-ball around wsc such that YT

0T ∗w =
Y1T ∗(0). Crucially, this assumption limits the magnitude of method misspecification
error while allowing for the direction of that error to remain arbitrary. If we let

ŴB
1 :=

{
w ∈ RJ : ‖wsc −w‖2 ≤ B

}
denote the set of all weights `2-distance at most B away from wsc, then we know
that the true potential outcome Y1T ∗(0) lies within the following set of values:

YB1T ∗(0) := YT
0T ∗ŴB

1 =
{
YT

0T ∗w : ‖wsc −w‖2 ≤ B
}
.

Since the function w 7→ YT
0T ∗w is continuous in w and ŴB

1 is compact, the
set YB1T ∗(0) containing Y1T ∗(0) must be a closed interval in R. As a result, we can
characterize the interval YB1T ∗(0) by computing its endpoints Y B,−

1T ∗ (0) and Y B,+
1T ∗ (0),

which are the solutions to the following two optimization problems:

Y B,−
1T ∗ (0) := min

w∈RJ
YT

0T ∗w Y B,+
1T ∗ (0) := max

w∈RJ
YT

0T ∗w

s. t. ‖wsc −w‖2 ≤ B s. t. ‖wsc −w‖2 ≤ B
(4)

Since Y B,−
1T ∗ (0) and Y B,+

1T ∗ (0) are defined as the extrema of linear functions on an
`2-ball centered at wsc, they can easily be computed in closed form:

Y B,−
1T ∗ (0) = YT

0T ∗wsc −B‖Y0T ∗‖2 Y B,+
1T ∗ (0) = YT

0T ∗wsc +B‖Y0T ∗‖2.

Then, since τT ∗ is linear in Y1T ∗(0), we can translate these bounds on Y1T ∗(0) into
bounds on τT ∗ :

τT ∗ ∈ T BT ∗ :=
[
Y1T ∗(1)− Y B,+

1T ∗ (0), Y1T ∗(1)− Y B,−
1T ∗ (0)

]
= τ̂ scT ∗ +B‖Y0T ∗‖2 · [−1, 1]

(5)
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2.2.2 Bound Calibration via Placebo Effect Estimation

Unfortunately, the discussion in Section 2.2.1 does not make it clear how one should
choose an appropriate misspecification error bound B from which the bounds on τT ∗
in (5) can be constructed. However, since we do observe YjT ∗ = YjT ∗(0) for each
control unit j ∈ J , we can use a similar distance measure to d2 (wsc,W∗1 ) to quantify
the misspecification error in SC estimates of YjT ∗(0) for j ∈ J using the remaining
J − 1 control units as donor pools. Then, we can assume the treated unit’s post-
treatment potential outcome Y1T ∗(0) is no more difficult to estimate using the SC
method than some percentage of the control units’ post-treatment control outcomes
and use these measures to inform our choice of bound B.

Importantly, the methodology we propose below based on this intuition only
relies on the assumption that the magnitude of the misspecification error for the
treated unit is no larger than the magnitudes of the placebo misspecification errors
for some percentage of the control units. Given that the differences in characteristics
between the treated and control units is a primary reason researchers should use the
SC method in the first place (Abadie, 2020), it is likely implausible that the unknown
direction of the treated unit’s misspecification error is similar to the directions of
the control units’ placebo misspecification errors.

To formalize the ideas presented above, we first define the following quantities
analogous to X0, Y0T ∗ , wsc, and W∗1 when we view control unit j as a placebo
treated unit and the other J − 1 control units as the donor pool: let X−j be the
T0 × (J − 1) matrix whose columns are the pre-treatment outcomes of the J − 1
control units other than j 6, let Y(−j)T ∗ := (Ykt)

T
k 6=j be the (J − 1)-vector of the

J − 1 control units besides j’s observed control outcomes, let w
(j)
sc ∈ RJ−1 be the

synthetic control weights chosen as if control unit j were the treated unit and the
remaining J − 1 control units were the donor pool, i.e. by solving the following
optimization problem similar to (2):

w(j)
sc := arg min

w∈RJ−1

‖xj −X−jw‖2

s. t. 1T w = 1

w ≥ 0,

(6)

and let W∗j := {w ∈ RJ−1 :YT
(−j)T ∗w = YjT ∗(0)} denote the set of weight vectors

w ∈ RJ−1 that yield placebo unit j’s control outcome in period T ∗.
Since we observe YjT ∗ = YjT ∗(0) for placebo unit j, we can actually compute the

distance d2(w
(j)
sc ,W∗j ) defined analogously to the unobservable d2 (wsc,W∗1 ) in (3):

d2(w(j)
sc ,W∗j ) := min

w∈RJ−1
‖w(j)

sc −w‖2

s. t. YT
(−j)T ∗w = YjT ∗

(
⇔ w ∈ W∗j

)
.

(7)

6i.e. X−j ’s kth column is given by xk+1 if k < j and xk+2 if k > j.
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For notational convenience, let R̂sc
jT ∗ := YT

(−j)T ∗w
(j)
sc −YjT ∗ denote the residual from

the SC estimator used to predict YjT ∗ = YjT ∗(0). Then as with (3), (7) is a basic
projection problem with a closed-form solution (see Cheney and Kincaid (2009),
pages 450–451, for example):

d2(w(j)
sc ,W∗j ) =

|R̂sc
jT ∗ |∥∥Y(−j)T ∗

∥∥
2

=

∣∣∣YT
(−j)T ∗w

(j)
sc − YjT ∗

∣∣∣∥∥Y(−j)T ∗
∥∥

2

(8)

Although d2(w
(j)
sc ,W∗j ) is defined purely geometrically, choosing the `2-norm to

measure distance in weight space implies d2(w
(j)
sc ,W∗j ) can also be characterized as

a scaled variant of the absolute placebo SC residual |R̂sc
jT ∗ | for control unit j using

the j − 1 other control units as the donor pool. We will discuss this observation in
more detail in Section 2.3.

For notational convenience, we use the shorthand Bj = d2(w
(j)
sc ,W∗j ) and assume

control units’ indices align with the sorted order of their respective Bj values, so that
the jth control unit has the (j − 1)th-smallest Bj . Then once we have computed
d2(w

(j)
sc ,W∗j ) for all j ∈ J , we can compute bounds on the treatment effect based

on (5) for each j ∈ J by choosing B = Bj := d2(w
(j)
sc ,W∗j ):

T BjT ∗ = τ̂T ∗ + |R̂sc
jT ∗ |

‖Y0T ∗‖2
‖Y(−j)T ∗‖2

· [−1, 1] (9)

Another natural quantity of interest is the minimum bound B0 on d2 (wsc,W∗1 )
such that a zero treatment effect lies within T B0

T ∗ , i.e. B0 := min
{
B : 0 ∈ T BT ∗

}
. With

B0 in hand, we can then find the control unit j0 ∈ J such that Bj0 ≤ B0 ≤ Bj0+1

(where BJ+2 =∞) and report the statistic ν := (j0−1)/J , interpreted as the fraction
of control units for which it would have to be “easier” for the SC method to estimate
YjT ∗(0) than Y1T ∗(0) if the treatment effect τT ∗ for the treated unit were actually
zero. For the purposes of computation, B0 can be defined similarly to d2 (wsc,W∗1 ),
with the unobserved Y1T ∗(0) replaced with the observed outcome Y1T ∗ of the treated
unit in period T ∗:

B0 := min
w∈RJ

‖wsc −w‖2

s. t. YT
0T ∗w = Y1T ∗

(10)

As with (7), B0 can easily be computed in closed form by projecting wsc onto the
hyperplane

{
w ∈ RJ :YT

0T ∗w = Y1T ∗
}
:

B0 =

∣∣YT
0T ∗wsc − Y1T ∗

∣∣
‖Y0T ∗‖2

(11)

For reference, we summarize the sensitivity analysis procedure we have developed
above in Procedure 1. We also demonstrate one way to visualize T BjT ∗ for each j ∈ J
along with Bj0 and Bj0+1 in Figure 3a using data on California’s 1989 tobacco control
program analyzed in Abadie et al. (2010). In the figure, the units of the x-axis are
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Procedure 1. Sensitivity Analysis

1. For each control unit j ∈ J :

(a) Use the SC method to predict unit j’s outcome in period T ∗, treating
the other J−1 control units as the donor pool; compute the observed
residual from this prediction R̂sc

jT ∗ = YT
(−j)T ∗w

(j)
sc − YjT ∗ .

(b) Compute the bounds T BjT ∗ on the treatment effect τT ∗ under the
assumption that the misspecification error d2(wsc,W∗1 ) incurred by
estimating Y1T ∗(0) with the SC method is at most the misspecifica-
tion error Bj incurred by the SC method in Step 1a:

T BjT ∗ = τ̂T ∗ + |R̂sc
jT ∗ |

‖Y0T ∗‖2
‖Y(−j)T ∗‖2

· [−1, 1],

2. Compute the minimum misspecification error B0 needed for 0 ∈ T B0
T ∗ , i.e.

0 to be a plausible treatment effect estimate:

B0 =

∣∣YT
0T ∗wsc − Y1T ∗

∣∣
‖Y0T ∗‖2

,

and find the control unit j0 with the largest misspecification error still
smaller than B0, i.e. where Bj0 ≤ B0 ≤ Bj0+1.

3. Visualize the treatment effect bounds T BjT ∗ for each j ∈ J and the mis-
specification errors Bj0 and Bj0+1 in a plot like Figure 3a, and report the
percentage ν = (j0 − 1)/J of control units whose misspecification errors
Bj are smaller than B0.

percentile ranks pj := (j − 1)/J of the ordered set of placebo misspecification errors
{Bj : j ∈ J } rather than the units of Bj , so that it is easy to read ν off of the x-axis
where the red shaded region begins.

Before proceeding, we make note of several interesting properties of our proposed
bounds T BjT ∗ . To do so, we define Nj := ‖Y0T ∗‖2/‖Y(−j)T ∗‖2 so we can write

T BjT ∗ = τ̂T ∗ + |R̂sc
jT ∗ |Nj · [−1, 1].

Since Y(−j)T ∗ contains all of the entries of Y0T ∗ except YjT ∗(0), we have that
‖Y(−j)T ∗‖2 ≤ ‖Y0T ∗‖2, so Nj ≥ 1. Intuitively, this inflation of the placebo residual
for unit j in T BjT ∗ corrects for the fact that the placebo SC procedure for estimating
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YjT ∗(0) has one fewer control unit at its disposal than the SC procedure for estimat-
ing Y1T ∗(0) and thus has less flexibility to make more extreme predictions than the
SC procedure would for our actual task of interest.

Next, we can write Nj as

Nj =

√√√√ ∑J
k=2 Y

2
kT ∗(0)∑J

k=2 Y
2
kT ∗(0)− Y 2

jT ∗(0)
=

[
1−

(
|YjT (0)|
‖Y0T ∗‖2

)2
]−1/2

,

enabling us to make two more observations. First, Nj is increasing in the magnitude
of YjT ∗(0) relative to ‖Y0T ∗‖2, meaning T BjT ∗ is wider if unit j has a larger magni-
tude outcome in period T ∗ relative to the outcomes of the other control units and
thus could generate more extreme predictions if it contributed to the SC predicted
outcome.

Second, under mild conditions, the bounds T BjT ∗ converge to purely residual-
based bounds τ̂ scT ∗ + |R̂sc

jT ∗ | · [−1, 1] as the size of the donor pool increases. Consider
a sequence of donor pools indexed by their sizes, which with an abuse of notation
we denote {JJ : J ∈ N}. Then, provided that the outcomes of the units in each of
the donor pools do not grow too quickly or too slowly in magnitude, i.e. if

lim
J→∞

max
j∈JJ

|YjT ∗(0)|
‖Y0T ∗‖2

→ 0,

the ratios Nj converge uniformly to 1 as the sample size J increases. As a con-
sequence, for some α ∈ [0, 1], the bounds T Bd(1−α)JeT ∗ calibrated to the (1 − α)th
percentile of the ordered set of placebo distances Bj will shrink towards the bounds
τ̂ scT ∗ + |R̂sc

d(1−α)JeT ∗ | · [−1, 1] as J →∞.

2.3 Interpretation

As described in Section 2.2.2, we can view T BjT ∗ as the set of plausible treatment
effects for the treated unit if we assume that the magnitude of misspecification error
d2 (wsc,W∗1 ) incurred by estimating Y1T ∗(0) with the SC estimator is no larger than
the magnitude of misspecification error d2(w

(j)
sc ,W∗j ) incurred by treating unit j

as the treated unit and estimating YjT ∗(0) with the placebo SC estimator. Then,
fixing some fraction α ∈ [0, 1], T Bd(1−α)JeT ∗ contains the set of plausible treatment
effects under the assumption that it is “no harder” to estimate Y1T ∗(0) when unit 1
is the treated unit than it is to estimate YjT ∗(0) for any of the d(1− α)Je “easiest-
to-estimate” control units, i.e. those with the d(1− α)Je smallest misspecification
error magnitudes. Further, B0 quantifies the magnitude of the misspecification error
the SC method would have to incur for a treatment effect of zero to be plausible.
This magnitude can be compared to control units’ misspecification error magnitudes
Bj to benchmark how “reasonable” a treatment effect of zero might be, as measured
by the percentage ν of control units for which Bj ≤ B0.

Despite the resemblance of our sensitivity analysis to frequentist statistical in-
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ference procedures, we caution against interpreting ν as the p-value corresponding
to a test of no treatment effect and T Bd(1−α)JeT ∗ as a confidence interval for the treat-
ment effect since our methodology is based on the perspective that uncertainty in
SC estimates is the result from modeling error, not statistical noise. We believe this
perspective is important because in most comparative case studies, we only observe a
single outcome sample path over a limited number of time periods for each of a small
number of heterogeneous units, only one of which is ever treated (Abadie, 2020). As
a result, any stochastic model with enough structure to allow for tractable statistical
inference in such settings must rely on potentially unrealistic assumptions about the
data generating process to make any progress, e.g. distributional assumptions on
the stochastic outcome processes, a stance on the treatment assignment mechanism,
and/or growing dataset asymptotics.7

Further, while some of the statistical approaches to characterizing uncertainty in
SC estimates do acknowledge and accommodate the possibility of misspecification
error (Chernozhukov et al., 2017, 2018, Cattaneo et al., 2019), the assumptions they
make to limit its effect on inferential validity can be difficult to justify in comparative
case study settings and interpret for practitioners, e.g. stationarity of units’ outcome
processes, large numbers of observed pre and post-treatment periods, exchangeability
of SC residuals across periods, and/or mean-zero post-treatment SC residuals. While
our sensitivity analysis avoids the statistical perspective on estimate uncertainty that
is the norm in empirical economics, we believe it provides a transparent evaluation
of the credibility of SC counterfactuals in the presence of misspecification error.

2.3.1 Geometric Motivation for Placebo Tests

Our methodology also provides an alternative motivation for a variant of the pop-
ular design-based placebo test of no treatment effect originally proposed in Abadie
et al. (2010). Abadie et al. (2010) suggest comparing the absolute SC residual
|R̂sc

1T ∗ | :=
∣∣YT

0T ∗wsc − Y1T ∗
∣∣ under the assumption of no treatment effect (so Y1T ∗ =

Y1T ∗(1) = Y1T ∗(0)) to the distribution of absolute placebo residuals |R̂sc
jT ∗ | for j ∈ J ;

Abadie et al. (2010) interpret |R̂sc
1T ∗ | being large relative to |R̂sc

jT ∗ | for j ∈ J as strong
evidence of a non-zero treatment effect, assuming pre-treatment fit is also good. In
particular, if we take a design-based perspective and treat outcomes as fixed quanti-
ties (see Imbens and Rubin (2015)), then under the admittedly unrealistic assump-
tion that treatment is assigned uniformly at random to the units under consideration,
the percentage of absolute residuals |R̂sc

jT ∗ | that are smaller than |R̂sc
1T ∗ | can be in-

terpreted as a p-value for a test of the null hypothesis of no treatment effect. Abadie
et al. (2010), Firpo and Possebom (2018), and others suggest using test statistics
based on the ratios of post-treatment mean squared error under the null hypothesis
to pre-treatment prediction error, but in light of the discussion about the relation-
ship between pre and post-treatment error in Section 1, it is unclear how meaningful
such relative error metrics are in practice.

7Bojinov and Shephard (2019) and Rambachan and Shephard (2019) discuss similar philosoph-
ical issues in the context of time series.
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To see the connection between the placebo test described above and our proposed
procedure, recall that the statistic ν defined at the end of Section 2.2.2 is computed
by asking what fraction of control units’ placebo distances Bj = d2(w

(j)
sc ,W∗j ) =

|R̂sc
jT ∗ |/‖Y(−j)T ∗‖2 (from (8)) are smaller than the minimum boundB0 = |R̂sc

1T ∗ |/‖Y0T ∗‖2
(from (11)) on d2(wsc,W∗1 ) required for 0 to lie in the set of plausible treatment ef-
fects T B0

T ∗ . If we multiply B0 and Bj for j ∈ J by ‖Y0T ∗‖2, we can see that ν
can equivalently be computed by asking for what fraction of control units j ∈ J is
Bj‖Y0T ∗‖2 = |R̂sc

jT ∗ | · ‖Y0T ∗‖2/‖Y(−j)T ∗‖2 smaller than B0‖Y0T ∗‖2 = |R̂sc
1T ∗ |. Since

the ratios Nj = ‖Y0T ∗‖2/‖Y(−j)T ∗‖2 are all greater than one from the discussion at
the end of Section 2.2.2, we can see that under the assumption of random treatment
assignment, ν can be interpreted as the p-value corresponding to a more conserva-
tive variant of Abadie et al. (2010)’s placebo test described above. Further, for any
α ∈ [0, 1], we can view T Bd(1−α)JeT ∗ as the set of treatment effects under which our
conservative version of Abadie et al. (2010)’s placebo test would fail to reject the
null hypothesis of zero treatment effect at level α. Per the discussion at the end of
Section 2.2.2, the degree of conservativeness of this placebo test also decreases in
the size of the donor pool under mild conditions. Thus, our procedure motivates
comparing the treated and control units’ absolute residuals to assess errors in SC
estimates without starting from a random treatment assignment assumption.

2.3.2 Donor Pool Selection

It is important to note that, like most papers in the SC literature, our method as-
sumes the donor pool is fixed before treatment effect estimation. In practice however,
researchers often exercise tremendous discretion in donor pool selection in ways that
can dramatically change results, as demonstrated by the popular leave-unit-out ro-
bustness check we illustrate in Section 3.2. Despite this sensitivity, inclusion of only
the control units that are believed to be “most similar” to the treated unit is explicitly
advocated for in the SC literature (Abadie, 2020). Doing so is encouraged because,
as discussed in Footnote 5, synthetic controls that interpolate more between control
units that are very different from the treated unit can be quite biased if the relation-
ship between pre-treatment outcomes (and covariates) and post-treatment outcomes
is non-linear (Abadie, 2020, Abadie and L’Hour, 2018, Kellogg et al., 2020).

Since our sensitivity analysis defines robustness relative to SC performance when
predicting control units’ outcomes and the researcher has significant latitude to select
those control units, one might worry that our sensitivity analysis is itself sensitive
to the choice of donor pool. Because the inclusion or exclusion of a control unit
from the donor pool has the potential to affect both the SC estimates of the treated
and placebo treated units and the placebo misspecification errors incurred by the
SC method, the impact of donor pool manipulation is often ambiguous. It is possi-
ble though that an adversarial researcher could select the donor pool to maximize
perceived robustness of their SC estimates, but such doctoring has always been a
vulnerability of both the SC literature and empirical economics more broadly (Brod-
erick, Giordano, and Meager, 2020).

We note that our procedure can assess sensitivity to the inclusion or exclusion of
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control units that exist in the observed donor pool since such choices are equivalent
to toggling the weights corresponding to certain control units between zero and non-
zero values. However, we cannot determine the impact of including potential control
units not reported by the researcher. For this reason, it is crucial that researchers
are transparent about the universe of possible control units from which they select
their donor pool and precise about the procedure according to which such selection
occurs.

Unfortunately, much ambiguity remains about how researchers should go about
defining such a universe. For example, in the context of the tobacco control program
studed in Abadie et al. (2010), one might argue that California is more similar along
many dimensions (e.g. total population or GDP) to countries like Germany and the
UK than US states like Nebraska or Utah; perhaps data on control units from Abadie
et al. (2015)’s study of German reunification (augmented with data on tobacco sales)
would yield better SC counterfactuals? While such a line of reasoning is compelling,
a researcher could also argue that cultural norms around smoking in California are
more similar to those of other US states than European countries. While contrived,
this small example illustrates the kind of subjectivity inherent in the donor pool
selection process, and to our knowledge, there exist no agreed-upon best practices
or formal criteria for inclusion or exclusion of particular units. As such, we view
studying the effect of donor pool selection on SC estimates with more analytical
precision as an important area for future investigation.

3 Case Studies

3.1 Applications

We now demonstrate how to apply our sensitivity analysis as outlined by Procedure
1 by re-examining three canonical policies studied often in the SC literature: Cal-
ifornia’s tobacco control program on tobacco sales using data provided by Abadie
et al. (2010), German reunification on GDP using data from Abadie et al. (2015),
and the Mariel boatlift and Cuban mass migration on the 20th percentile of the wage
distribution in Miami using data as in Peri and Yasenov (2019).

In Figure 3, we summarize the results from each case study by plotting the range
of possible treatment effects at each percentile rank pj = (j − 1)/J of the ordered
set of placebo misspecification errors {Bj : j ∈ J }. In Figure 3a, the horizontal,
dotted blue line represents the SC point estimate of the effect of California’s tobacco
program on tobacco sales. For each of the J observed placebo misspecification er-
rors Bj , we use blue points to denote the maximum and minimum treatment effects
possible for California if we allow for misspecification error up to Bj . The x-axis
represents Bj with its percentile rank pj within the ordered set of placebo misspeci-
fication errors. We highlight in red the interval of the placebo misspecification error
distribution where the allowable misspecification error first yields treatment effect
bounds containing zero. Summarizing Figure 3a, we can see that the SC weight
estimates for California would need to incur at least as much error as the 94.7th
percentile of the 38 placebo misspecification errors for a zero treatment effect to be
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(a) Effect of California’s Tobacco Control Program

(b) Effect of German Reunification on GDP

(c) Effect of Mariel Boatlift on Low-Income Wages

Figure 3: Plots of treatment effect bounds T Bj

T∗ corresponding to each control unit j’s misspecifi-
cation error computed using data from three papers using the SC method, where the units of the
x-axes are percentile ranks pj of the set of misspecification errors {Bj : j ∈ J }. We highlight the
region between Bj0 and Bj0+1 in which our treatment effect bounds first contain zero in red.
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plausible. As such, we conclude that this California treatment effect is robust to
misspecification error.

In Figure 3b we depict the analogous plot for the treatment effect of German
reunification on the country’s GDP. The effect is slightly less robust to misspecifica-
tion, as the SC weights for Germany would need to have more misspecification error
than 14 (87.5%) of the placebo treated units. Bounds on the effect of the Mariel
boatlift on the 20th percentile of wage distribution in Miami are shown in Figure 3c;
allowing for the median placebo misspecification error amongst the control units is
enough to yield bounds on the treatment effect that contain zero. Since Miami’s SC
weights would only need to be as incorrect as the median control unit for the sign
of the treatment effect to be ambiguous, we bolster Peri and Yasenov (2019)’s con-
clusion that the small negative treatment effect of the Mariel boatlift on low-income
wages purported by Borjas (2017) is not robust and can be explained by weight
misspecification.

3.2 Other Robustness Checks

Of course, our procedure is not the first to purport to help researchers assess the
susceptibility of their SC treatment effect estimates to misspecification error. We
next show that our procedure provides more complete and interpretable measures of
SC estimate robustness compared to two commonly used robustness checks in the
SC literature. In the spirit of Bertrand, Duflo, and Mullainathan (2004), we believe
methods are best tested on real datasets, so we implement two popular alternative
procedures in repeated placebo versions of each of our three case studies, treating
each of the control units as a placebo treated unit and comparing the results of these
methods to those delivered by our procedure.

First, we examine the “leave-unit-out” robustness check, which entails dropping
each control unit from the donor pool and recomputing SC outcome estimates with
a donor pool consisting of the remaining control units (Abadie, 2020).8 The re-
searcher is then supposed to assess robustness qualitatively by checking whether the
set of treatment effects outputted by this procedure have the same signs as and sim-
ilar magnitudes to the effects computed using the full donor pool. When we treat
Delaware as the placebo treated unit in the context of the state-by-state smoking
data from Abadie et al. (2010) and conduct the leave-unit-out robustness check, we
see that the alternative predictions generated by this procedure fail to capture the
extent of the prediction error incurred by the SC method, as illustrated in Figure
4a.

Unfortunately, this inadequacy is not isolated to Delaware or the state-level smok-
ing data from Abadie et al. (2010). If we repeat this placebo procedure with each
of the other control units in each of our three case studies, we find that 29 of the 38
control units (76.3%) from Abadie et al. (2010); 11 of the 16 control units (68.7%)
from Abadie et al. (2015); and 21 of the 34 control units (61.8%) from Peri and
Yasenov (2019) have last period outcomes outside the range of their corresponding

8It suffices to drop only those control units with positive weight in the full-sample vector of SC
weights because dropping units with zero weight will not affect SC estimates.
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(a) Delaware Leave-Unit-Out Analysis (b) Virginia Leave-Time-Out Analysis

Figure 4: In Figure 4a, we show the SC trends for Delaware computed while leaving out
each donor unit that received positive weight (weight shown in parentheses) when running
the SC method with the entire donor pool. In Figure 4b, we show the SC trend for Virginia
computed while excluding the pre-treatment fit errors for the six periods immediately prior
to treatment (between the two vertical black lines) from the SC objective.

leave-unit-out predictions. In some sense, this result is not so surprising, since the
leave-unit-out analysis only assesses the sensitivity of SC estimates to a particular
cause of misspecification error: mistakenly including a particular unit in the donor
pool and placing positive weight on that unit’s outcome in a SC estimate.

The second diagnostic we consider, the “leave-time-out” or “backdating” proce-
dure, involves fitting a synthetic control using only the pre-treatment outcomes up
to some number of periods before the first treatment period; the remaining pre-
treatment periods in which control outcomes for the treated unit are known are used
as a validation set to assess the quality of the SC method’s predictions out-of-sample
(Abadie, 2020). Treating Virginia as the placebo treated unit in the context of the
state-by-state smoking data from Abadie et al. (2010), we leave out the six time
periods before California was treated (between the two black vertical lines in Figure
4b) and fit the synthetic control on the remaining pre-treatment periods. Given
the gap in Figure 4b between the true control trend in black and the backdated
synthetic control in purple over the five validation periods, many researchers would
be skeptical about their SC estimates. In Virginia’s case though, the backdated
SC trend predicts the outcome in 2000 remarkably well and clearly outperforms the
non-backdated SC trend in the other post-treatment periods.

If a researcher only considers the backdating exercise as a diagnostic for the
credibility of the original (non-backdated) SC estimates, then the poor predictive
performance of the backdated SC counterfactual in the validation periods correctly
indicates that the original SC counterfactual does not reflect the true control trend
in the post-treatment periods. However, some researchers also use the backdated
SC trend itself to compute treatment effect estimates since the leave-time-out exer-
cise directly tests the predictive performance of the same counterfactual on which
treatment effect estimates are based. If Virginia were the treated unit, such re-
searchers would be mislead; the poor fit in the validation periods does not translate
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Counterfactual California Germany

Donor Pool Size 38 16

SC
False Pos. Rate 10.5% 25.0%
False Neg. Rate 26.3% 12.5%
Total Err. Rate 36.8% 37.5%

Backdated SC
False Pos. Rate 13.2% 18.7%
False Neg. Rate 10.5% 6.2%
Total Err. Rate 23.7% 24.9%

Table 1: This table summarizes the results from our placebo analyses of the leave-time-out robust-
ness check. A false positive occurs when the backdated SC trend fits well in the validation periods
but the counterfactual control trend does not fit well post-treatment; similarly, a false negative
occurs when the backdated SC trend does not fit well in the validation periods but the counter-
factual control trend does fit well post-treatment. The error rate is defined as the sum of the false
positive and false negative rates. We report error rates for both backdated and non-backdated SC
counterfactual trends.

into meaningfully subpar post-treatment fit.
Given these concerns, we repeat this placebo analysis with each of the other

control units in the studies of California’s tobacco control law and German reunifi-
cation.9 In particular, we visually code each application of the backdating procedure
as yielding a “false positive”—the backdated SC trend fits well in the validation pe-
riods but the counterfactual control trend does not fit well post-treatment—a “false
negative”—the backdated SC trend does not fit well in the validation periods but
the counterfactual control trend does fit well post-treatment—or neither if the pro-
cedure properly rejected a counterfactual with bad post-treatment fit or did not
reject a counterfactual with good post-treatment fit.10 Since there is not a consen-
sus amongst practitioners about which of the backdated or non-backdated SC trends
should determine treatment effect estimates, we report false positive and false neg-
ative rates for both types of counterfactuals.

As can be seen from Table 1, while the performance of the leave-time-out pro-
cedure is better than the performance of the leave-unit-out procedure, it still leaves
much to be desired given that it had the potential to mislead researchers roughly
a quarter of the time it was applied in our placebo analyses. Again, these results
should not be unexpected, since the leave-time-out analysis is only assessing the sen-
sitivity of SC estimates to misspecification error caused by overfitting to outcomes
close to the first treated period. More importantly, there are no agreed-upon formal
criteria we know of in the literature for trusting or doubting synthetic control esti-

9Unfortunately, there are not enough pre-treatment periods in the data from Peri and Yasenov
(2019) to reliably evaluate SC predictions from the backdated fit.

10Our notions of good and poor fit here are necessarily heuristic, since we know of no accepted
formal criteria in the literature for what constitutes acceptable fit in the validation periods. A
more systematic way to code each placebo analysis would be to survey a sample of practitioners
who use the SC method and ask them whether they find the predictive performance of backdated
and non-backdated SC trends acceptable; we leave such a survey for future work.
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Figure 5: We plot the results from placebo analyses of Procedure 1 using data from three case
studies. On the x-axis, we vary the percentile rank cutoff that determines the width of the bounds
generated by our procedure and on the y-axis we show the share of placebo treated units for which
those bounds correctly include a zero treatment effect. The dashed black 45-degree line demarcates
p percent of placebo units’ true outcomes being covered with a misspecification error cutoff at the
pth percentile rank.

mates based on the leave-unit-out or backdating exercises. Researchers (including
us) seem to decide based on visual appeal, which, as we have demonstrated, can lead
researchers astray. In fact, we could not reproduce the error rates in Table 1 when we
conducted the coding exercise described above twice, six months apart; the version
included here reports the results from our second coding attempt, and departures
from our first results were not uniform in any direction. In contrast, our procedure
provides a comprehensive and less subjective approach to assessing how all types of
misspecification error could affect SC estimates.

To assess the effectiveness of our proposed method in comparison, we subject it
to the same placebo analyses we used to interrogate the leave-unit-out and leave-
time-out robustness checks studied above. In particular, we treat the control units in
each of our three case studies as placebo treated units and apply our sensitivity anal-
ysis to each. In Figure 5, we plot the share of control units for which our procedure
yields bounds on the treatment effect that correctly contain zero for each possible
percentile rank at which we could generate bounds using our procedure. When the
researcher chooses a threshold of misspecification error in terms of a pth percentile
rank cutoff that they deem “acceptable” when constructing treatment effect bounds,
our placebo analyses suggest that doing so correctly captures zero treatment effects
for approximately p percent of the placebo treated units. In some sense, this cali-
brated relationship between the chosen percentile rank cutoff and bound coverage of
placebo treated units’ outcomes is not surprising, since our procedure can be viewed
as a particular way of synthesizing the results of repeated placebo analyses. Section
A of the Appendix describes the mechanics behind this connection in more detail.
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In contrast, it is difficult to translate the results of the leave-unit-out and leave-
time-out robustness checks into clear insights about the validity of the SC treatment
effect estimate for the treated unit. Recall the leave-unit-out placebo analyses con-
ducted using the data from Abadie et al. (2010); if the true control outcomes lie
outside of the range of leave-unit-out trends for 76.3% of placebo treated units, are
we meant to believe that the range of leave-unit-out trends for California only cap-
tures the true counterfactual control trend 23.7% of the time under some sampling
model for the potential outcomes? As discussed above, it is even harder to under-
stand how informative the backdating placebo analyses are about the value of the
leave-time-out analysis applied to the treated unit. While these other methods are
plagued by ambiguities in implementation and interpretation, the only degree of free-
dom left by our procedure for the researcher to determine, the acceptable percentile
rank cutoff, is both directly meaningful and closely connected to a natural summary
statistic of our procedure’s performance in placebo analyses.

4 Other Misspecification Error Metrics

4.1 A Generalized Sensitivity Analysis

The `2-distances defined in Section 2 between the SC weights and the closest weights
that correctly predict YjT ∗(0), d2 (wsc,W∗1 ) and d2(w

(j)
sc ,W∗j ), are natural measures

of misspecification error magnitudes, but they are certainly not the only ones re-
searchers can use to assess the sensitivity of SC treatment effect estimates. Instead
of measuring the misspecification error incurred by the SC method relative to weights
w with the `2-distance ofw

(j)
sc tow, we can use any functionmj : RJ−1{j 6=1} → [0,∞]

such that mj(w
(j)
sc ) = 0 to measure the distance of w to w

(j)
sc . To allow for these

alternative misspecification error metrics mj , we generalize our proposed sensitiv-
ity analysis in Procedure 2, which nests the analysis described in Section 2 for
mj(w) = mwt

j (w) := ‖w(j)
sc − w‖2. Note that as long as mj are convex func-

tions, then although the optimization problems (12), (13), and (15) likely do not
have closed-form solutions as their equivalents in Section 2 do, their solutions are
still easily computable numerically using off-the-shelf convex optimization software
(Boyd and Vandenberghe, 2004).

To demonstrate the value of this more general procedure, we focus on an al-
ternative misspecification error metric merr

j (w), defined as the extra pre-treatment
prediction error incurred by w relative to the minimum achievable pre-treatment
prediction error with valid SC weights, assuming w are also valid SC weights:

merr
j (w) :=

‖xj −X−jw‖2 + ψ∆J−1{j 6=1}(w)

minw̃∈RJ−1{j 6=1}

{
‖xj −X−jw̃‖2 + ψ∆J−1{j 6=1}(w̃)

} − 1, (16)

where for a given set C ⊆ RJ−1{j 6=1}, ψC(w) is a penalty term designed to constrain
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Procedure 2. Generalized Sensitivity Analysis

1. For each control unit j ∈ J :

(a) Compute the misspecification error dmj (w
(j)
sc ,W∗j ) incurred by esti-

mating the placebo post-treatment outcome of interest YjT ∗(0) for
control unit j with the SC method using the other J − 1 units in
the donor pool as control units, as in (7):

dmj (w
(j)
sc ,W∗j ) := inf

w∈RJ−1
mj(w)

s. t. YT
(−j)T ∗w = YjT ∗

(
⇔ w ∈ W∗j

)
.

(12)

(b) Compute the largest and smallest plausible counterfactual control
outcomes Y Bj ,−

1T ∗ (0) and Y
Bj ,+

1T ∗ (0) under the assumption that the
misspecification error dm1(wsc,W∗1 ) incurred by estimating Y1T ∗(0)
with the SC method is at most the misspecification error Bj :=

dmj (w
(j)
sc ,W∗j ), as in (4):

Y
Bj ,−

1T ∗ (0) := inf
w∈RJ

{
YT

0T ∗w : m1(w) ≤ dmj (w(j)
sc ,W∗j )

}
Y
Bj ,+

1T ∗ (0) := sup
w∈RJ

{
YT

0T ∗w : m1(w) ≤ dmj (w(j)
sc ,W∗j )

} (13)

(c) Compute the bounds T BjT ∗ on the treatment effect τT ∗ under the as-
sumption that the misspecification error dm1(wsc,W∗1 ) incurred by
estimating Y1T ∗(0) with the SC method is at most the misspecifica-
tion error Bj , as in (9):

T BjT ∗ :=
[
Y1T ∗ − Y

Bj ,+
1T ∗ (0), Y1T ∗ − Y

Bj ,−
1T ∗ (0)

]
(14)

2. Compute the minimum misspecification error B0 needed for 0 ∈ T B0
T ∗ , i.e.

0 to be a plausible treatment effect estimate, as in (10):

B0 := inf
w∈RJ

m1(w)

s. t. YT
0T ∗w = Y1T ∗

(15)

and find the control unit j0 with the largest misspecification error still
smaller than B0, i.e. where Bj0 ≤ B0 ≤ Bj0+1.

3. Visualize the treatment effect bounds T BjT ∗ for each j ∈ J and the mis-
specification errors Bj0 and Bj0+1 in a plot like Figure 3a, and report the
percentage ν = (j0 − 1)/J of control units whose misspecification errors
Bj are smaller than B0.
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w to lie in the set C when mj is used in minimization problems:

ψC(w) :=

{
0 w ∈ C
∞ otherwise

(17)

The denominator of the fraction in (16) is just the pre-treatment prediction error
incurred by the canonical SC estimator, since ‖xj −X−jw̃‖2 is exactly the objective
function minimized in (6) to construct a synthetic control and ψ∆J−1{j 6=1}(w̃) just
ensures that the minimizer of ‖xj −X−jw̃‖2 +ψ∆J−1{j 6=1}(w̃) is a vector of valid SC
weights. Then, if we use merr

j as the misspecification error metric in our proposed

sensitivity analysis, we can interpret the misspecification error dmerr
j

(w
(j)
sc ,W∗j ) as

the minimum amount of additional pre-treatment prediction error (relative to the
minimum possible) a researcher would have to tolerate for a vector of SC weights
that yields a correct prediction of YjT ∗(0) to be considered a “reasonable” choice of
weights.

As it happens, the weights that solve (12) under merr
j are exactly the weights

that yield the green outcome trends in Figure 1 that match Virginia and Delaware’s
outcomes in 2000 and achieve the smallest possible pre-treatment prediction error
magnitudes while doing so. Further, suppose we treat unit j as the treated unit and
the other J − 1 control units as the donor pool. Then the sets [Y

Bj ,−
jT ∗ (0), Y

Bj ,+
jT ∗ (0)]

for j ∈ J with endpoints defined analogously to (13), i.e. the sets that contain
the plausible predicted control outcomes for each unit j assuming misspecification
error is no larger than j’s own true misspecification error, are exactly the red dashed
intervals in Figures 1a and 1b.

Althoughmerr
j has clear intuitive appeal, it does have several shortcomings. First,

it is only well-defined if X−jw 6= xj for all w ∈ ∆J−1{j 6=1}; otherwise, the denom-
inator in (16) will be zero, in which case merr

j is unusable given the dataset of
interest. Second, the sets of w that perfectly predict the period-T ∗ outcomes for
the control units with the largest and smallest values of YjT ∗ do not intersect with
∆J−1{j 6=1} at all, in which case merr

j (w) will be infinite for all feasible w in (12).

Then dmj (w
(j)
sc ,W∗j ) =∞ for the two units with the largest and smallest period-T ∗

outcomes, meaning T BjT ∗ = (−∞,∞). Despite the fact that these bounds contain
the whole real line, we do not intend their vacuousness to reflect that all treatment
effects are equally plausible; we simply mean to convey that the particular bounds
corresponding to the control units with extreme outcomes are uninformative about
the treatment effect for the treated unit.

In addition to the generalization of our sensitivity analysis to other misspecifi-
cation error metrics described above, we also extend our procedure to measure the
sensitivity of alternative outcome contrast estimates in Section C.1 of the Appendix
and to apply to effect estimates generated by other policy evaluation methods for
panel data in Section C.2 of the Appendix. Further, we demonstrate in Section B of
the Appendix how this generalized procedure can be used to account for potential
non-uniqueness of the SC estimator in the sensitivity analysis from Section 2.
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4.2 Choosing a Misspecification Error Metric

To understand how the choice of misspecification error metric can affect the output
of Procedure 2, we compare the results of our sensitivity analysis based on mwt

j

shown in Figure 3 to results based on two additional misspecification error metrics,
which we review below:

1. Unconstrained weight space: mwt
j (w) = ‖w(j)

sc −w‖2; as described above, using
this metric yields the sensitivity analysis given in Procedure 1.

2. Constrained weight space: mwt
∆J−1{j 6=1}

(w) := ‖w(j)
sc −w‖2 +ψ∆J−1{j 6=1}(w); this

metric still measures distance in weight space but requires w to lie in the set
of valid SC weights.

3. Constrained error space:

merr
j (w) :=

‖xj −X−jw‖2 + ψ∆J−1{j 6=1}(w)

minw̃∈RJ−1{j 6=1}

{
‖xj −X−jw̃‖2 + ψ∆J−1{j 6=1}(w̃)

} − 1;

as discussed in Section 4.1, this metric measures distance with the extra error
incurred by w relative to the error incurred by the vector of SC weights.

The results of repeating our earlier case studies with the alternative misspecifi-
cation metrics described above are shown in Figure 6. First, the treatment effect
bounds for the tobacco control program in California in Figure 6a uniformly indi-
cate that the finding of a large, negative effect is robust, since for all choices of
mj , the misspecification error for California would need to be large relative to the
misspecification errors of most control units. For a zero treatment effect to be plausi-
ble, the constrainted weight space metric suggests California’s misspecification error
would need to be larger than 92.1% of the control units and the remaining two met-
rics require error larger than 94.7% of control units. The results for the German
reunification and Mariel boatlift settings shown in Figures 6b and 6c have more
variation across misspecification metrics. While the constrained error space metric
suggests fairly robust results in the German reunification setting, the other two are
less supportive. In the Mariel boatlift setting, the treatment effect of the influx of
immigrants on low-income wages in Miami is reasonably indistinguishable from zero
using the unconstrained weight space and constrained error space metrics, as has
been argued in the literature by other means.

Perhaps counterintuitively, Figure 6b demonstrates that the percentile rank of
the misspecification error needed for a zero treatment effect to be plausible using
the constrained weight space metric is smaller than the equivalent percentile rank
using the unconstrained weight space metric. At first, this phenomenon may seem
impossible since, holding the magnitude of misspecification error fixed, the bounds
constructed by maximizing and minimizing over the unconstrained set of weights in
(13) should be mechanically wider than the bounds constructed over the constrained
set. However, recall that the units on the x-axis in 6b correspond to the percentile
ranks of the placebo misspecification errors, not their magnitudes. Because the rel-
ative sizes of the placebo misspecification errors also depend on choice of metric, it
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(a) Effect of California’s Tobacco Control Program

(b) Effect of German Reunification on GDP

(c) Effect of Mariel Boatlift on Low-Income Wages

Figure 6: Plots of treatment effect bounds T Bj

T∗ using different misspecification error metrics cor-
responding to each control unit j’s misspecification error computed using data from three papers
using the SC method, where the units of the x-axes are percentile ranks pj of the set of misspeci-
fication errors {Bj : j ∈ J }. We shade each region between Bj0 and Bj0+1 in which our treatment
effect bounds first contain zero in the color corresponding to the relevant misspecification error
metric.
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is certainly possible that, at a fixed percentile rank in the placebo misspecification
error distribution, either metric could yield wider bounds. While this ambiguity may
suggest visualizing the bounds defined via the two weight space metrics in terms of
absolute misspecfication error magnitudes, as discussed in Section 2.2.2, it is hard to
determine what constitutes a reasonable amount of misspecification error measured
using `2-distances in weight space. Benchmarking against the placebo misspecifica-
tion errors of the control units provides a more meaningful characterization of the
robustness of SC estimates.

Unfortunately, given the ambiguous relationships between metrics discussed above,
we cannot recommend a single preferred misspecification error metric for all settings.
Rather, we believe the choice should be made based on the researcher’s prior beliefs
about the SC method’s susceptibility to misspecification error. When comparing the
constrained and unconstrained weight space metrics, the decision should be deter-
mined by the researcher’s belief about the validity of the SC weight constraints. If
the researcher just views the constraints as a convenient way of inducing sparsity
in the SC weights, then conducting the sensitivity analysis while enforcing those
constraints would fail to capture the possible misspecification error induced by the
imposition of the constraints when choosing the SC weights. However, if the re-
searcher believes the weight constraints capture important structural features of the
setting, for example that treatment effect estimates based on extrapolation are un-
desirable, then they may wish to use the constrained weight space metric and only
evaluate misspecification error incurred by the minimization of the wrong objective
function when selecting the SC weights, not the weight constraints themselves.11

The choice between the constrained weight and constrained error space metrics
is more subtle. The sensitivity analyses based on weight space metrics search for
alternative weights agnostic to direction when constructing treatment effect bounds.
On the other hand, the constrained error space metric penalizes alternative weights
that have poor performance on the original SC objective. Therefore, if the researcher
does not believe pre-treatment fit is at all informative about post-treatment fit, they
may prefer the weight space metrics. However, if the researcher maintains that
good pretreatment fit is a desirable and informative property of the weights used to
construct counterfactual predictions, the constrained error space metric may make
more sense. In principle, one could even interpolate between the different metrics.

5 Conclusion

In this paper, we demonstrate that pre-treatment fit is neither neccesary nor suf-
ficient for good post-treatment fit and that existing robustness checks often fail to
capture the extent of this disconnect due to their heuristic motivations and ad-hoc
interpretations. To structure conversations about the robustness of SC estimates,
we provide researchers with a procedure to systematically assess SC estimate sensi-
tivity to misspecification error in an interpretable, data-driven manner. Our method

11by extrapolation, we mean estimates of Y1T∗ that lie outside the range of control units’ period-
T ∗ outcomes (Abadie, 2020).
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can flexibly encode researchers’ varying beliefs about the validity of the assump-
tions made when interpretating SC estimates as causal by accommodating different
measures of misspecification error.

Since it is difficult to determine which statistical models are appropriate for
comparative case study settings with small numbers of heterogeneous units observed
over short time spans, our sensitivity analysis is motivated by the assumption that
method misspecification, not statistical noise, drives error in treatment effect esti-
mates. As a result, we caution against interpretation of our analysis as a statistical
inference procedure, although for a particular choice of misspecification error metric
we can view our procedure as a geometric motivation for residual-based randomiza-
tion tests. We demonstrate the value of our sensitivity analysis in the context of
three canonical comparative case studies for which the SC method has been used.

One potential avenue for future study is incorporating statistical uncertainty into
our sensitivity analysis framework. Given the difficulty of characterizing the treat-
ment assignment mechanism in cases with a single treated unit, it would make the
most sense to assume outcomes are stochastic and independent across units with
bounded variance heterogeneity as in Hagemann (2020). In this setting, we could
measure misspecification error in terms of the bias of the “pseudo-true” SC weights
computed by minimizing the expectation of the usual SC objective (Chernozhukov
et al., 2018, Cattaneo et al., 2019). If for simplicity we conditioned on pre-treatment
outcomes as in Cattaneo et al. (2019) and assumed the magnitude of misspecifica-
tion error was at most the placebo misspecification error of some percentage of the
control units,12 we could potentially develop a conditional prediction interval for the
treated unit’s outcome in a given period (Cattaneo et al., 2019). Of course, there is
much more to be done to understand the viability (or lack thereof) of this general
approach given the conceptual difficulty in measuring variability due to sampling in
comparative case study settings, so we leave doing so to future work.

In conclusion, we hope that researchers will perform the sensitivity analysis out-
lined in Procedures 1 and 2 as part of their future comparative case studies employing
the SC method and visualize their results as in Figures 3 and 6.

12Such a perspective is reminiscent of the partial identification approach taken in Rambachan
and Roth (2019) to allow for limited violations of the parallel trends assumption in the context of
event studies
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A Placebo Analysis of Procedures 1 and 2

We perform our sensitivity analysis on each of the control units in the three case
studies as an extension of the placebo analysis used to assess the performance of our
procedure at the end of Section 3. We treat each control unit as the placebo treated
unit and run Procedure 2 under the three misspecification error metrics discussed
in Section 4.2. For each placebo treated unit, our procedure returns the minimum
percentile rank of the placebo control units’ misspecification errors at which a zero
treatment effect is in the range of effects plausible under the allowed misspecification
error. Within each case study, we can vary the level of acceptable misspecification
error by choosing a different percentile rank cutoff. At each proposed cutoff, we
generate bounds on the treatment effect and observe the share of control units for
which we correctly include the zero treatment effect.

In Figure 7, we report the results of this placebo exercise by plotting the share of
control units for which our procedure generates bounds that correctly contain zero
treatment effect under each possible percentile rank cutoff. Across case studies and
misspecification error metrics, a pth percentile rank cutoff is associated with correct
predictions for around p percent of the control units. This direct correspondence
between percentile rank cutoff and the coverage of placebo units’ outcomes is to be
expected given the design of our placebo analysis.

When our sensitivity analysis is performed on the true treated unit, the set of
placebo misspecification errors is calculated when, for each control unit j, we calcu-
late the distance (in a chosen metric) between the canonical SC estimate using the
remaining J−1 control units and the closest weights that correctly predict the target
outcome. If we were to plot the share of control units covered at each percentile rank
of the misspecification error distribution generated in our analysis of the true treated
unit, we would exactly recover the 45-degree line. However, when we perform the
analysis on control unit j as a placebo treated unit, the set of misspecification er-
rors is constructed by creating placebo SC weights for the remaining placebo control
units without unit j, that is, using J − 2 control units. Redefining the set of mis-
specification errors without using placebo control unit j can yield slightly different
SC estimates that generate the deviations seen in each of panel of Figure 7.

In Figure 7, we also observe that the unconstrained weight space metric yields
placebo coverage rates that always lie weakly above the 45-degree line. While this
result is not theoretically guaranteed, we can see why we may expect such a phe-
nomenon. Consider the placebo analysis of control unit j. Using the remaining
J −1 control units, the closed form solution for the observable misspecification error
under the unconstrained weight space metric is given in Equation (11): the ratio
of the absolute SC residual to the `2-norm of the vector of J − 1 control unit out-
comes, B(j)

0 = |R̂sc
jT ∗ |/

∥∥Y(−j)T ∗
∥∥

2
. Placebo treated unit j’s misspecification error

will be compared to the distribution of misspecification errors of the remaining J−1
placebo control units, calculated as each placebo control unit k’s ratio of the absolute
residual from predicting its post-treatment SC estimate using the remaining J − 2
control units to the `2-norm of the vector of J − 2 remaining control unit outcomes,
d2(w

(k)
sc ,W∗k) = |R̂sc

kT ∗ |/
∥∥Y(−j,−k)T ∗

∥∥
2
. Because most SC estimates are sparse and
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(a) Effect of California’s Tobacco Control Program

(b) Effect of German Reunification on GDP

(c) Effect of Mariel Boatlift on Low-Income Wages

Figure 7: We plot the results from our placebo analysis of Procedure 2 using three different mis-
specification error metrics in each of the three case studies, as in Section 4.2. On the x-axis, we vary
the percentile rank cutoff that determines the width of the bounds generated by our procedure and
on the y-axis we show the share of placebo treated units for which those bounds correctly include a
zero treatment effect. The dashed black 45-degree line demarcates p percent of placebo units’ true
outcomes being covered with a misspecification error cutoff at the pth percentile rank.
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thus do not put any weight on the placebo treated unit j anyway, the residuals will
not change much whether J − 1 or J − 2 placebo control units are used to construct
SC estimates, in which case the primary difference in misspecification error will be
driven by the reduction in the norm of the vector of control unit outcomes with
J − 2 units instead of J − 1 units,

∥∥Y(−j,−k)T ∗
∥∥

2
≤
∥∥Y(−j)T ∗

∥∥
2
. Therefore, it is

reasonable to expect that the treatment effect bounds for control unit j will include
a zero treatment effect at a weakly lower percentile rank in the placebo analysis than
in the sensitivity analysis of the true treated unit, which is why the unconstrained
weight space placebo coverage rates lie weakly above the 45-degree line.

While there is not an observable pattern in the constrained weight space case,
we do observe that the constrained error space metric yields placebo coverage rates
that are mostly below the 45 degree line. Recall from Equation 16 and Procedure 2
that the constrained error space misspecification error (12) is the ratio of the pre-
treatment error from the best-fitting performing synthetic control pre-treatment that
achieves perfect post-treatment accuracy to the minimum SC pre-treatment error.
When placebo treated unit j’s misspecification error is compared to the errors of the
remaining J − 1 units that are fit with only J − 2 placebo control units, both the
numerator and denominator of the control unit misspecification errors weakly in-
crease as pre-treatment fit can only get worse with fewer units. This behavior makes
the relative magnitudes of control unit misspecification errors computed using J − 2
control units to the equivalent errors computed using J − 1 control units theoreti-
cally ambiguous. However, since the constrained error space metric placebo coverage
rates tend to be below the 45-degree line, it must be that the misspecification errors
with J − 1 units are typically smaller than with J − 2 units. This suggests that
the addition of a control unit in the donor pool tends to decrease pre-treatment fit
error constrained to perform well in the post-treatment period of interest less than
it decreases the minimum achievable pre-treatment error.

B Handling Non-Uniqueness of the SC Estimator

As discussed in Footnote 5 in Section 2.1, it is possible that x1 could lie in the
convex hull of the columns of X0, in which case the optimization problem (2) that
defines the SC estimator could have multiple or even infinite solutions. In this
case, the sensitivity analysis described in Section 2 would understate the impact of
misspecification error on treatment effect estimates because it does not account for
the multiplicity of valid SC estimators that could result from solving (2). Thankfully,
we can apply the generalized sensitivity analysis described in Section 4.1 with an
appropriate choice of misspecification error metric mj to allow for a weight-space-
based sensitivity analysis that can account for non-uniqueness.

In particular, we can choose mwt,mult
j (w) to measure the distance of w to the

closest (in `2 distance) SC weights that solve (2). Formally, we let

W(j)
sc := arg min

w∈RJ−1{j 6=1}

{
‖xj −X(−j)w‖2 + ψ∆J−1{j 6=1}(w)

}
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denote the set of optimal solutions to (2) with penalty term ψ defined in (17) and
define

mwt,mult
j (w) := inf

w̃∈RJ−1{j 6=1}

{
‖w̃ −w‖2 + ψW(j)

sc
(w̃)

}
.

If we apply our generalized sensitivity analysis using misspecification error met-
ric mwt,mult

j , the resulting treatment effect bounds will capture the impact of both
misspecification error and potential non-uniqueness of the SC estimator because,
in effect, the solutions to (12) and (13) will range over all weights that lie within
dmj (w

(j)
sc ,W∗j ) of some valid SC estimator, not just the particular SC estimator

returned by the estimation procedure.
Note that sinceW(j)

sc is defined as the solution set of a convex optimization prob-
lem and must therefore be a convex set (see Section 4.2.1 of Boyd and Vandenberghe
(2004)), and since the infimum of a convex function in one of its arguments over a
convex set must be convex in its remaining arguments (again, see Boyd and Van-
denberghe (2004)), mwt,mult

j must convex. However, (12) and (13) with mwt,mult
j

directly plugged in are not formulated in manners that are particularly amenable to
computation. Instead, we can write (12) using misspecification error metric mwt,mult

j

in a form that is more directly solvable as follows:

dmj (w
(j)
sc ,W∗j ) := inf

w̃,w∈RJ−1
‖w̃ −w‖2

s. t. YT
(−j)T ∗w = YjT ∗

(
⇔ w ∈ W∗j

)
‖xj −X(−j)w̃‖2 ≤ ‖xj −X(−j)w

(j)
sc ‖2

1T w̃ = 1

w̃ ≥ 0 .

(18)

Similarly, we can write the optimization problems in (13) to facilitate use of common
convex solvers as follows:

Y
Bj ,−

1T ∗ (0) := inf
w̃,w∈RJ−1

YT
0T ∗w

s. t. ‖w̃ −w‖2 ≤ dmj (w
(j)
sc ,W∗j )

‖xj −X(−j)w̃‖2 ≤ ‖xj −X(−j)w
(j)
sc ‖2

1T w̃ = 1

w̃ ≥ 0,

(19)

and Y Bj ,+
1T ∗ (0) is defined similarly. Finally, we note that generalizing the constrained

weight space sensitivity analysis discussed in Section 4.2 to allow for non-uniqueness
is essentially the same as the process described above with additional constraints
1T w = 1 and w ≥ 0 added to (18) and (19).
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C Other Generalizations

C.1 Other Contrasts

While the treatment effect τT ∗ in period T ∗ is a natural estimand in comparative case
study settings, researchers are often interested in other linear contrasts of outcomes
like the average treatment effect across all post-treatment periods or the effect on
the average slope of the treated unit’s outcome path. Our sensitivity analysis can
be extended naturally to assess the robustness of synthetic control-based estimates
of these alternative estimands.

Let Yj,T0:T (d) := (YjT0(0), . . . , YjT (0))T denote the vector containing unit j’s
potential outcomes under treatment arm d in each of the T − T0 post-treatment
periods, and suppose we are interested in assessing the robustness of an estimand τc
parameterized by the vector c := (c(0), c(1))T ∈ R2(T−T0):

τc := cT

[
Y1,T0:T (1)

Y1,T0:T (0)

]
= c(1)TY1,T0:T (1) + c(0)TY1,T0:T (0).

For example, if we use the contrast vector cT∗ defined entrywise as

[cT∗(d)]t := 1 {t = T ∗} (d− (1− d)),

we recover the treatment effect in period T ∗ studied in Section 2, τT ∗ = τcT∗ . If we
instead use cavg defined entrywise as

[cavg(d)]t :=
1

T − T0
(d− (1− d)),

we recover the average treatment effect τcavg across the T−T0 post-treatment periods.
Using cslo defined entrywise as

[cslo(d)]t :=
1

T − T0
(1 {t = T} − 1 {T = T0})(d− (1− d))

yields the effect τcslo on the average slope of the treated unit’s outcome path, since
the sums in the average slopes telescope:

τcslo :=
1

T − T0

T−1∑
t=T0

(Y1(t+1)(1)− Y1t(1))− 1

T − T0

T−1∑
t=T0

(Y1(t+1)(0)− Y1t(0))

=
1

T − T0
{[Y1T (1)− Y1T0(1)]− [Y1T (0)− Y1T0(0)]}

Next, let Yj,T0:T := (YjT0(DjT0), . . . , YjT (DjT ))T be the vector of unit j’s ob-
served post-treatment outcomes, let Y0 be the (T − T0)× J matrix of control units’
post-treatment outcomes, where the jth column of Y0 is Yj+1,T0:T , and let Y−j
denote the matrix Y0 with its jth column deleted. Then once we have chosen a
contrast c, we can write the synthetic control estimate of τc for the treated unit as
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follows:

τ̂ scc := c(1)TY1,T0:T + c(0)T Ŷ1,T0:T = c(1)TY1,T0:T + c(0)TY0wsc.

Similarly, we can write the placebo treatment effect for the jth control unit using
the other J − 1 control units as the donor pool as follows:

τ̂ (j),sc
c := c(1)TYj,T0:T + c(0)T Ŷj,T0:T = c(1)TYj,T0:T + c(0)TY−jw

(j)
sc

Given this characterization of τ̂ scc , modifying the general procedure described in in
Section 4 is relatively straightforward. First, we replace the constraints YT

(−j)T ∗w =

YjT ∗ and YT
0T ∗w = Y1T ∗ requiring perfect post-treatment accuracy in period T ∗

in the optimization problems (12) and (15) with the constraints c(0)TYj,T0:T =
c(0)TY−jw and c(0)TY1,T0:T = c(0)TY0w, which is equivalent to requiring correct
treatment effect estimation for control unit j in the case of (12) and for the treated
unit under the assumption of no effect in (15). The definition of dm(j)(w

(j)
sc ,W∗j )

should also be updated accordingly. Next, we replace the computations of the bounds
on Y1T ∗(0) in (13) with the following bounds on the component of the treatment effect
that depends on counterfactual control outcomes Y1,T0:T (0):

µ
Bj ,−
1 (0) := min

w∈RJ

{
c(0)TY−jw : m(j)(w) ≤ dm(j)(w(j)

sc ,W∗j )
}

µ
Bj ,+
1 (0) := max

w∈RJ

{
c(0)TY−jw : m(j)(w) ≤ dm(j)(w(j)

sc ,W∗j )
}

Finally, we replace the bounds in (14) with the following bounds on τc:

T Bjc :=
[
c(1)TY1,T0:T + µ

Bj ,−
1 (0), c(1)TY1,T0:T + µ

Bj ,+
1 (0)

]
C.2 Other Panel Data Methods

The outcomes-based SC method described in Section 2.1 is by no means the only
method for generating counterfactual predictions in comparative case study settings.
Besides the classic Difference-in-Differences estimator (Bertrand et al., 2004) and
SC estimators that incorporate other pre-treatment covariates (Abadie et al., 2015),
a whole suite of methods for panel data inspired by the SC method have been
proposed in the past decade, including but not limited to the estimators proposed
in Doudchenko and Imbens (2016), Chernozhukov et al. (2017), Ben-Michael, Feller,
and Rothstein (2018), Abadie and L’Hour (2018), Arkhangelsky, Athey, Hirshberg,
Imbens, and Wager (2020), and Kellogg et al. (2020).

As has been noted in Doudchenko and Imbens (2016), Chernozhukov et al. (2017),
and Cattaneo et al. (2019) among others, we can write many of these alternative
treatment effect estimators for panel data as affine functions of the control units’
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post-treatment outcomes Y0T ∗ in period T ∗:

τ̂T ∗ := Y1T ∗ −
(
µ̂+ YT

0T ∗ŵ
)

= Y1T ∗ −
[
1 Y0T ∗

] [ µ̂
ŵ

]
, (20)

where we now allow for an intercept term µ̂ in addition to weights on the control
units’ post-treatment outcomes. As indicated by the second equality in (20), to allow
for an intercept term, we can simply add an extra “control unit” to the donor pool
with ones as all of its outcomes, so we assume we include such an intercept unit and
omit the explicit intercept term in what follows.

Once we take this more general perspective, we can see that Procedure 1 eas-
ily generalizes to accommodate alternative policy evaluation methods that generate
treatment effect estimates as in (20), since all the procedure requires are the weights
on units’ post-treatment outcomes that generate counterfactual outcome predictions.
Specifically, the only difference is that instead of using the SC method to generate
the weights used to compute the residuals in steps 1a and 2, we use the weights
outputted by some alternative policy evaluation method.

Further, many of the methods listed above can be described as choosing weights
to solve a particular instance of the following general convex program:

JV̂ ,r,C(w) := (x1 −X0w)T V̂ (x1 −X0w) + r(w) + ψC(w),

ŵ := arg min
w∈RJ+1

JV̂ ,r,C(w)
(21)

where C is a convex set, ψC is a penalty term as defined in (17) to ensure ŵ ∈ C,
V̂ is a weighting matrix that can be chosen in a potentially data-driven manner,
r : RJ → [0,∞) is a convex penalty term that regularizes the weights w in some
fashion, the columns of X0 can contain additional pre-treatment covariates beyond
control units’ pre-treatment outcomes, and we include an additional first column
in X0 containing ones in all the rows corresponding to pre-treatment outcomes and
zeros in the other rows. For brevity, we leave the reader to see how the methods
listed above can be written in the form of (21) in the papers introducing them.

Given this common characterization of many alternative policy evaluation meth-
ods, we can see that for an appropriately defined misspecification error metricmj(w)
that measures the misspecification error incurred by an alternative policy evaluation
method’s weights relative to the weights w, the general Procedure 2 can be used
without modification to assess the robustness of treatment effect estimates outputted
by that alternative policy evaluation method. One particular misspecification error
metric of interest is an analogue of the constrained error space metric merr

j defined
in Section 4.1 corresponding to an alternative policy evaluation method defined by
particular choices of V̂ , r, and C:

mgen,err
j (w) =

JV̂ ,r,C(w)

minw̃∈RJ−1{j 6=1} JV̂ ,r,C(w̃)
− 1.
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